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ABSTRACT 
This paper describes a fast audio detection method for 
specific audio retrieval in the AV stream. The method is 
a histogram matching algorithm based on structural and 
perceptual features. This algorithm extracts audio fea-
tures based on human perception on the sound scene and 
locates the special audio clip by fast histogram matching. 
Experimental results based on the advertisement detec-
tion in TV program showed that the algorithm can 
achieve a very high overall precision and  recall rate 
both about 97% with very fast search time about 1/40  
on real time. 
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1 INTRODUCTION 
TV broadcasting is a rich multimedia information source. 
There are large amounts of advertisements (Ad) in TV 
programs of different channels per day. Traditionally, 
the work of Ad monitoring is done mainly by human 
checking. However, it is really a stuffy work for human 
to listen and watch so many TV plays chronically. Thus, 
how to precisely detect and locate these Ad segments 
from long Audio and Video (AV) recordings becomes a 
real requirement for advertisers. 

This paper address the problem of detecting and lo-
cating sound objects from a stream of TV audio data 
quickly, while using computationally inexpensive proc-
essing. This has potential applications for multimedia 
data management. 

In recent years, there is an increasing interest on AV 
data retrieval. Relevant techniques on audio feature ex-
traction, modeling and search algorithm have been 
widely studied. For instance, Wold et al. employed 
loudness, brightness, pitch, timbre as audio perceptual 
features [1]; Liu et al. used subband energy ratio feature 
[2]; Foote also proposed 12 dimensions MFCC and En-
ergy features [4]; some audio modeling approaches are 
GMM, HMM, VSM, Histogram, and so on.  

Aimed at TV Ad monitoring, this paper describes a 

fast histogram based audio retrieval algorithm. This al-
gorithm extracts audio features based on human’s sense 
of sound and locates the specific audio clip by fast his-
togram matching. Experimental results based on TV Ad 
detection showed that the algorithm can achieve a very 
high overall precision above 96% with very fast search 
time. 

The paper is organized as follows: Section 2 explains 
the details of the algorithm including audio feature ex-
traction and modeling. Section 3 introduces the experi-
ment based on TV Ad monitoring. And section 4 gives 
the conclusion. 

2 AUDIO RETRIEVAL ALGORITHM 

2.1 Overview 
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Figure1: Block diagram of the Audio Retrieval Algo-
rithm 

Figure 1 outlines the block diagram of proposed au-
dio search algorithm. Firstly, the feature vectors are 
extracted from both reference audio and test audio. The 
window on the input signal is shifted with a range of 
overlapping. The Window length may be the same as 
the reference audio duration. Then, the histogram is 
created from the feature vectors. In the next step, the 
template matching is carried out to detect and locate the 
reference audio segment from input audio. 

2.2 Feature Extraction 

As mentioned in above section, there are some different 
types of audio features already used in audio retrieval. 
For example: Wold et al. used loudness, brightness, 
pitch, timbre [1]; Liu et al. used subband energy ratio [2]; 
Foote used 12 dimensions MFCC and Energy [4]. These 
features have reported a good precision in quiet envi-
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ronment. However, it could be relatively distorted in 
strong noise environments. It, thus, is necessary to de-
sign a group of features, which could be beneficial for 
both computing cost and noise resistance, for robust 
modeling under noise environment. 

In general, multimedia signal is a mixed signal of 
many different sources. Human ear has the nature to 
distinguish individual sound from mixed sources. This 
function of human ear is called stream segregation. 
Stream segregation involves two steps, which are de-
composing the signal into its continent parts (partials) 
and grouping these parts into streams - one stream for 
each sound source. At a basic level, one can model audio 
representation in the human mind as a series of peak 
amplitude tracks in a time-frequency-intensity space [4].  

Considering the unstable factor in TV signals, we 
adopt multiple bands energy relative ratio as basic audio 
feature. This type of feature may depict energy move-
ment trend in a time-frequency-intensity space. Its 
mathematical description can be described as follows.   

An audio feature vector  )(nfeature   is written as 
))(),(()( ngnfnfeature =                                     (1) 

))(),...,(),(),(()( 321 nfnfnfnfnf M=                    (2) 
))(),...,(),(),(()( 321 ngngngngng M=                        (3) 

where n  is the  time frame. M  denotes the num-
ber of frequency sub-bands. An element of )(nf  is the 
normalized short-time power spectrum, which is given 
as 

)()()( nEnnf ii ×=α                             (4) 
An element of )(ng  is the normalized short-time 

power spectrum change ratio by time, which is given as 
)()()( nECRnng ii ×= β               (5)
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where )(nEi  denotes the energy of output of the 
I-th sub-band filter at n-th frame. Because short -time 
energy is sensitive to high level voltage, this algorithm 
uses short-time average amplitude to carve the change of 
signal amplitude, which is given as 
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where, L is the length of a frame, and )(txi denotes the 
amplitude of ith sub-band   at sampling point t  . And 

)(nα and )(nβ is a normalized constant defined as  
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Figure 2 shows the short-time energy curve of an audio 
clip that is processed through multiple band pass filters. 

 Figure 2: the short-time energy curve of an audio clip 
after passing multiple band pass filters 
 

In order to reduce the bad influence of noise and 
volume and lift the perceptual features of the audio clip, 
the short-time energy curve need to be filtered by low 
pass filters again. Figure 3 shows the result filtered by 
low pass filters. 

 
Figure 3: the curve of short-time energy curve through 
low pass filters. 
 

Furthermore, normalization across frequency bands 
is taken to delete the influence of absolute energy. Fig-
ure 4 shows the result of normalization across frequency 
bands. 

 
Figure 4: the result of normalization across frequency 
bands 

2.3 Histogram Modeling 

After feature extraction, we need to train model for each 
audio clip. Some modeling approaches, such as GMM, 
HMM, SVM, have already been employed for audio 
modeling. However, because of computationally expen-
sive processing, it is hard to meet the speed demand of 
quick audio search and retrieval. Histograms can be used 
as a type of non-parametric signal model for both the 
reference and input signals over a shifted window. It 
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doesn't need computationally expensive processing 
while it is relatively stable under adverse environments 
[5]. We, thus, adopt histogram modeling for specific 
audio detection.      . 

For the sake of removing the influence of noises, 
the feature vector, firstly, need to be quantized (VQ) 
before modeling histogram. We use the codebook of VQ 
to build histogram. The similarity distance between the 
reference and input feature vector histogram can be 
measured by histogram intersection. The histogram in-
tersection for a window is defined as 

∑
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where Rh  is the histogram for the reference; )(nhT
j   is 

the histogram started from the i-th frame; and L denotes 
the number of bins. 

2.4 The Prediction of Similarity Upper Bound and Skip 
Width 

As the window for input signal shifts forward in time, 
the similarity based on reference and input feature vector 
histograms changes with regard to the correlated over-
lapping between reference and object segment in input 
stream. We, thus, may predict the next upper bound of 
the similarity in terms of current value. The upper bound 
on ),( T

i
R
i hhS   can be defined as: 
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Where )1(nhT
i  and )2(nhT

i  are the histograms for 
windows started from n1 and n2 frame respectively, 

21 nn <  ; ip denotes the total number of frames in each 
histogram. When the window is shifted the n2-th frame, 
the similarity should be no larger than  

))2(,( nhhS T
i

R
iub . We, thus, may set the threshold to 

skip the durations where the similarity is lower than the 
threshold. Using Eq.(9), the skip width can be calculated 
as: 
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Where )(xfloor  means the greatest integral value less 
than x; θ  is the threshold; and S denotes the value of 
current similarity. 

3 EXPERIMENTS 
The experiments on TV Ad retrieval have been con-
ducted based on the recordings of real TV broadcast. We 
randomly picked out 200 different commercial Ad tem-
plates of different durations from real TV broadcasting 
and edited a 20 hours’ test set of TV program from six 
channels. In the audio feature extraction, the audio of 
recording was first digitized at 8 kHz sampling fre-
quency and 16 bit quantization accuracy. 

The experimental platform we used was a work-
station Pentium4 2.4G CPU, 256M memory. The per-
formance was evaluated with regard to search speech 
and accuracy under the recording of real TV broadcast. 

 

3.1  Search Speed  

The time cost for the search consists of two parts: (1) the 
time cost during feature extraction, and (2) the search 
time based on the extracted feature vectors.  
(1) The feature extraction in the experiment was per-

formed on 20 hours’ testing TV program and 200 
commercial ads. It took about 240 seconds of 
CPU time totally;  

(2) The search time depends on many factors, such as 
the length of reference clip, the length of shifted 
window of input signal, numbers of histogram 
bins, threshold, and so on. Averagely, it takes 
about 10-15 seconds for each reference Ad clip to 
search the number of occurrences through whole 
testing TV program.   

 

3.2 Search Accuracy 

The search accuracy was evaluated by the recall rateδ  , 

precision rateξ  , and average accuracyη . These are 

defined as 
 

retrievedbeshouldthatobjectsofnumberthe
objectsretrievedcorrectlyofnumberthe
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Table 1 lists the performance of histogram search in 
comparison with correlation coefficient matching. It has 
shown that the histogram search algorithm can achieve a 
very high precision about 97% on average with very fast 
search time about 1/40 times of real time within 200 Ad 
audio clips. 
Table 1: The performance of histogram search com-
pared to correlative coefficient matching. 

Algo-
rithm 

Len. 
of Ads 
(sec) 

Preci-
sion 
(%) 

Recall  
(%) 

Accu-
racy  
(%) 

CPU 
time 

<=5  64.8% 78.2% 71.5% 
6-10 91.1% 88.5% 89.8% 
11-20  97.1% 85.8% 91.4% 
>20  100% 89.7% 94.8% 

Cor-
rel. 
Coeff.

On 
Ave. 88.3% 85.6% 86.89%

21hr5
6m 

<=5  93.0% 94.2% 93.6% 
6-10  95.3% 96.0% 95.7% 
11-20 99.2% 97.5% 98.4% 
>20. 100% 98.2% 99.1% 

Histo-
gram 

On 
Ave. 96.9% 96.5% 96.7% 

30m1
4s. 

* search time is the cost of detecting 200 Ads through 20 
hrs TV program 
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4 CONCLUSION 
This paper has discussed a fast histogram search algo-
rithm that can quickly detect and locate a reference audio 
segment in a long audio stream. The experiment based 
on TV Ad detection showed that the performance on 
both precision and speed are significantly acceptable for 
real applications. This algorithm has been truly applied 
in the Ad monitoring system by the Bureau of Beijing 
Business Administration.  

A potential improvement point of the algorithm is 
that since the disturbance of AV signals in transmission 
line as well as the volume change of acceptor, the audio 
signal would be distorted in some sense. We are plan-
ning to study a kind of spectrum masking technique of 
robust feature selection for quick audio retrieval. We 
also will further revise the algorithm enable to search a 
segment in a reference clip by dynamically changing the 
length of search window.   
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