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ABSTRACT 
This paper describes a hierarchical approach for fast 
audio stream segmentation and classification. With this 
approach, the audio stream is firstly segmented into au-
dio clips by MBCR (Multiple sub-Bands spectrum Cen-
troid relative Ratio) based histogram modeling. Then a 
MGM (Modified Gaussian modeling) based hierarchical 
classifier is adopted to put the segmented audio clips 
into six pre-defined categories in terms of discriminative 
background sounds, which is pure speech, pure music, 
song, speech with music, speech with noise and silence. 
The experiments on real TV program recordings showed 
that this approach has higher accuracy and recall rate for 
audio classification with a fast speed under noise envi-
ronments. 
 
Keywords: Audio classification, MBCR, MGM, histo-
gram 

1 INTRODUCTION 
In real world, media streams, such as TV programs, 
broadcasts, etc., are a rich source of multimedia informa-
tion, containing audio, speech, text, image, motion, and 
so on.  How to build an efficient mechanism for AV 
(Audio/Video) indexing and retrieval is becoming ex-
tremely important, which require automatic understand-
ing of semantic contents. As a counterpart of visual in-
formation in video sequence, audio stream got more at-
tention recently for its semantic content discrimination 
capability. As the first step of audio content processing, 
audio stream segmentation and classification are re-
quired.  

As for audio classification, most studies are focused 
on speech/music/silence/others separation [1,2]. Scheirer 
and Slaney [1] proposed to use thirteen features in time, 
frequency, and cepstrum domains and model-based 
(MAP, GMM, KNN, etc.) classifier, which achieved an 
accuracy rate over 90% on real-time discrimination be-
tween speech and music. As in general, speech and mu-
sic have quite different spectral distribution and tempo-
ral changing patterns, it is not very difficult to reach a 

relatively high level of discrimination accuracy. Further 
classification of audio data may take other sounds into 
consideration besides speech and music. Srinivasan, et al 
[3] proposed an approach to detect and classify audio 
that consists of mixed classes such as combinations of 
speech and music together with environment sounds. 
The accuracy of classification is more than 80%. An 
acoustic segmentation approach was also proposed by 
Kimber and Wilcox[4], where audio recordings were 
segmented into speech , silence, laughter and non-speech 
sounds. They used cepstral coefficients as features and 
the hidden Markov model (HMM) as the classifier.  

In this paper, we propose a MGM-based (Modified 
Gaussian Modeling) hierarchical classifier for audio 
stream classification. Compared to traditional classifiers, 
MGM can automatically optimize the weights of differ-
ent kinds of features based on training data. It can raise 
the discriminative capability of audio classes with lower 
computing cost. The experiments on real TV program 
recordings show that the average precision of classifica-
tion can reach above 89%.  

The remainder of the paper is organized as follows: 
Section 2 is an overview of proposed segmentation and 
classification. Section 3 and section 4 explain the details 
of the segmentation and classification algorithms re-
spectively. The experiments is describes in section 5; 
and final conclusion is given in section 6. 

2 OVERVIEW 
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 Figure1: The flowchart of segmentation and classifica-
tion algorithm 

Figure 1 shows the flowchart of proposed audio seg-
mentation and classification algorithm. It is a hierarchi-
cal structure. In the first level, a long audio stream can 
be segmented into some audio clips according to the 
change of background sound by MBCR based histo-
gram modeling. Then a two level MGM (Modified 
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Gaussian modeling) classifier is adopted to hierarchi-
cally put the segmented audio clips into six pre-defined 
categories in terms of discriminative background sounds, 
which is pure speech (PS), pure music (PM), song (S), 
speech with music (SWM), speech with noise (SWN) 
and silence (SIL). 

3 SEGMENTATION ALGORITHM 
Since background sounds always change with the 
change of scenes, the acoustic skip point of an audio 
stream may be checked by background sounds. As 
shown in Figure 2, the MBCR feature vectors are firstly 
extracted from the audio stream. We set a sliding win-
dow which consists of two sub-windows with equal time 
length. The window on input signal is shifted with a 
range of overlapping. Then two histograms are created 
from each sliding sub-windows. The similarity between 
two sub-windows can be measured by histogram match-
ing. The skip point can thus be detected by searching the 
local lowest similarity below a threshold.   

audio stream
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boundary
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 Figure2: Block diagram of segmentation algorithm 

3.1 Feature extraction 

Considering the lower frequency spectrum are too 
sensitive to even a bit of changes of the scenes and 
speakers, it could cause segmented clips too small. It 
will have effects on succeeding audio classification. We, 
thus, use Multiple sub-Bands spectrum Centroid relative 
Ratio (MBCR) [5] over 800Hz as basic feature. This 
feature may depict centroid movement trend in a time-
frequency-intensity space. Its mathematical description 
can be described as follows.   
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where ),( jiSCR  is MBCR of the ith frame and the 
jth sub-band, ),( jiSC  is the frequency centroid of the 

ith frame and the jth sub-band, and N  denotes the num-
ber of frequency sub-bands. The element of )( jf  is the 
normalized central frequency. 
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where )( jLω  and )( jHω are lower and upper bound 
of  sub-band j  respectively, ),( ωiF represent denotes 
the Fast Fourier Transform (FFT) at the frequency ω  
and frame i , and  |),(| ωiF  is square root of  the power 
at the frequency ω  and frame i .  

3.2 Histogram modeling and similarity measurement 

After feature extraction, we need to train model for 
each sub-window. Some modeling approaches, such as 
GMM, HMM, SVM, have already been employed for 
audio modeling. However, because of computationally 
expensive processing, it is hard to meet the speed de-
mand of quick audio segmentation.  Histograms can be 
used as a type of non-parametric signal model. It doesn't 
need computationally expensive processing and it is 
relatively stable under adverse environments [5].In or-
der to remove the influence of noises, the feature vector 
firstly need to be quantized (VQ) before modeling his-
togram.    

The similarity distance between the two sub-window 
feature vector histogram can be measured by histogram 
intersection. The histogram intersection for a window is 
defined as 
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where )(1 nh and )(2 nh  is the histogram of two sub-

window at frame n; )(1 nh j and )(2 nh j   represent the 
value of two sub-window histogram’s jth  bins at frame 
n   respectively; L denotes the number of bins. 

4 CLASSIFICATION ALGORITHM 

4.1 Feature Extraction 

The classification process consists of two levels. The 
first level is used to discriminate the pure speech and 
non-pure speech by setting threshold simply. The second 
level adopts MGM to classify the non-pure speech based 
on six kinds of features. 
On the first level of classification, we adopt Energy 
Change Ratio (ECR), Silence Ratio (SR) and Spectrum 
Entropy(SE) as basic features. Its mathematical descrip-
tion can be described as follows. 
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where )(kECR  is average energy change ratio of the 
kth  time  clip; )(iEk  denotes the ith  frame energy of 
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the kth time clip; And ),max( yx denotes the maximum of 
x and y. 

)(
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kmsnSilenceFrkSR =                (6) 

where )(kSR  is silence ratio of the kth  clip; 
)(kmsnSilenceFr  denotes the number of silence frames 

in the kth clip. 
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where, ),( fnTFD represent the energy of the signal at 
time frame n and frequency index f; and mF refers to the 
maximum frequency. 
On the second level of the classification, the features 
used in work are modified from those describe in [4-5]. 
Spectrum flux   
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Band-Width: 
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HZCRR (High Zero-Crossing Rate Ratio): 
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LSTER (Low Short-Time Energy Ratio ): 
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where, STE(n) denotes the short-time energy of nth 
frame.  
Spectrum Entropy   [see formula 7-8] 
 

Since the dynamic ranges of these features differ a lot, 
we normalize them by their standard deviation, which 
are computed based on the training data. 

4.2 MGM classifier 

Compared to traditional Gaussian model (GM), 
MGM has modified the drawback that all features are of 
the same weight. The MGM classifier consists of two 
processes: model training and similarity measurement.  

Model Training  
Firstly GM of each dimension feature is created for 

each audio class by statistics. Then the model parame-
ters, i

mμ  and i
mσ , can be calculated. Here  i

mμ  and i
mσ  

represent the mean and variance of the mth  dimension 
feature of audio class i  respectively. 

Based on i
mμ  and i

mσ  of all audio classes, we can 
calculate the weight of all features. For a feature weight 

mψ , this can be calculated by the following equation: 
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where )( jf i
m  denotes jth  feature value of  the ith  

dimension feature of  audio class m . M  is the dimen-
sion of the features, N is the number of audio classes. 

Similarity measurement  
Based on the feature vector [ ]Mffff ,...,, 21= ,the 

similarity distance between feature f and class i can be 
calculated by the following equation: 
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where iθ  represent the similarity between the feature 
vector f and audio class i . 

5 EXPERIMENTS 

We conducted a series of experiments based on pro-
posed audio segmentation and classification approach. 
The experimental platform we used is a workstation 
Pentium4 2.4G CPU, 256M memory. The performance 
was evaluated on the recordings of real TV program. 

The segmentation and classification results were 
evaluated by the recall rateδ  , accuracy rateξ  , and 
average precisionη . These are defined as 
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We randomly picked out 6 hours TV news program 
from CCTV1 (China Central Television Station Channel 
1) as test set of audio stream. With MBCR-based seg-
mentation, the testing audio stream was split into about 
12000 audio clips. The segmentation accuracy was cal-
culated by the alignment of segmenting result and hu-
man examination. When the background sound change 
acutely or there is a silent interval of more than 0.6s, we 
consider there should be a skip point. As a result, the 
segmentation accuracy is 92.5%, recall ratio is 93.2%, 
and the average precision is 92.85%. 

We pre-defined six categories as audio classes, which 
is pure speech (PS), pure music (PM), song (S), speech 
with music (SWM), speech with noise (SWN) and si-
lence (SIL). Table1 and Tabl2 give the first level and 
the second level classification results.  

Table1 gives the result of first level classifying. It 
firstly puts the audio clips into three classes, pure 
speech, silence and others. The others is further classi-
fied into four classes: speech with music, song, pure 
music, and speech with noise, in the second level classi-
fying. The result is shown in Table 2. 

Since the performance of classification is partially 
dependent on the result of segmentation, we also give 
the results based on simple equal time segmentation in 
comparison with MBCR-based segmentation. In the 
mean time, we also compared MGM with traditional 
GM approach.  

The results showed that MGM classifier with 
MBCR-based segmentation can achieve an average pre-
cision of about 89%. It outperforms GM classifier with 
either equal time segmentation or MBCR-based seg-
mentation. 
Table1: The results of first level classification 

Algorithm Audio 
Type 

Accu-
racy Recall Preci-

sion 
Pure speech 
(PS) 

85.15% 87.52% 86.32%

Silence 
(SIL) 

97.10% 86.14% 91.29%
Equal 
Time(2s) 

Others 77.95% 95.08% 85.67%

Pure speech 
(PS) 

91.33% 93.65% 92.47%

Silence 
(SIL) 

98.22% 92.97% 95.52%MBCR 

Others  85.68% 95.45% 90.3%

Table2: The results of the second  level classification 

Algorithm model type 
Acc. 
(%) 

Rec. 
(%) 

Pre.
(%)

Equal GM SWN 44.55 72.77 55.2

SWM 65.12 56.72 60.6

S 61.05 86.56 71.6

Time (2s)  

PM 79.86 61.15 69.2

SWN 71.42 74.3 72.8

SWM 69.43 74.19 71.7

S 84.88 89.46 87.1
GM 

PM 85.31 82.54 83.9

SWN 83.08 87.48 85.2

SWM 73.28 83.3 77.9

S 95.44 93.78 94.6

MBCR 

MGM

PM 97.1 86.93 91.7

Here,   SWM: speech with music, SWN: speech with 
noise  

6 CONCLUSION 
In this paper, we have introduced a MBCR-based seg-
mentation and MGM hierarchical classification ap-
proach for audio stream scene processing. The experi-
mental results reported here are meant to show the 
promise of applying the method in AV stream scene 
classification. Based on this work, we will further ex-
plore more robust features and modeling approaches for 
finer column classification on TV program.                                  
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